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Abstract

The objective of this research is to develop efficient parallel algorithms for a variety of problems
and to analyze the scalability of new and existing parallel algorithms. Scalability analysis is an
important tool used for predicting the performance of an algorithm-architecture combination when
one or more of the hardware related parameters (interconnection network, speed of processors,
speed of communication channels, number of processors) are changed. The problems studied as a
part of this project come from diverse domains such as solution of differential equations, discrete
optimization, neural network based learning, sorting and graph algorithms. In particular, we have
studied parallel algorithms for solving linear systems using the preconditioned conjugate gradient
method, partitioning of finite element meshes, balancing load in unstructured tree search arising in
discrete optimization, the backpropagation neural network learning algorithm, dynamic program.
ming, fast fourier transform, sorting, shortest-path computation for graphs, robot motion planning,
and matrix multiplication.
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1 Problem Statement

At the current stage of technology, it is possible to construct cheap but extremely powerful parallel
computers by simply interconnecting a large number of sequential computers. But utilizing the
massive power of these systems has been very difficult. One reason for this difficulty is the lack of
availability of scalable parallel algorithms for a wide variety of problems.

This project resulted in development of stew and more comprehensive analytical tools to study
the scalability of parallel algorithms and architectures. New metrics were developed to character-
ize the scalability of algorithm-architecture combinations for which currently available metrics are
not adequate. Frameworks for studying the impact of technology dependent parameters such as
the processor and communication speeds were also studied. Metrics were developed that help in
characterizing the cost-effectiveness of parallel architectures in the context of parallel algorithms
to be implemented on them. The project also focused on developing parallel algorithms and data
structures for a variety of numeric and nonnumeric problems and the analysis of their perfor-
mance and scalability on various parallel architectures. This sheds light on what problems can be
solved cost effectively on large-scale parallel computers. This also gives us insights into the best
possible parallel architectures for solving various problems of practical interest. Some of the prob-
lems/algorithms investigated in this research are load balancing issues in tree search algorithms for
large-scale integer-linear programming problems, matrix algorithms, graph problems, and partial
differential equations.

2 Summary of Important Results

Our approach to the design of scalaLie parallel algorithms is unique in that it simultaneously
addresses many critical issues in parallel computing. We design parallel algorithms using a small
class of basic parallel operations as building blocks. This allows us to design alg'-rithms for parallel
architectures having a variety of interconnection topologies and performance characteristics. It
also facilitates porting an algorithm between different parallel architectures. We make use of
precise scalability and performance metrics. This allows us to perform theoretical analysis based
on a realistic characterization of both problem size and hardware characteristics. While such a
comprehensive approach to parallel algorithm design is risky because of its complexity, we believe
that our methods will enable a rapid growth in the use of parallel computers for computationally
intensive applications.

We have developed a scalability metric, called the isoefficiency function, which relates the size of
the problem to be solved to the number of processors for an increase in speedup in proportion to the
number of processors used [6, 17, 20, 21]. The isoefficiency function of an algorithm architecture pair
is defined as the rate at which the problem size (W) needs to grow with the number of processors
(p) in order to maintain the efficiency at some constant value. We have used the scalability analysis
in designing and determining best parallel algorithms and architectures for solving problems such
as FFT (11], shortest path (231, matrix multiplication (9], sorting (261 and load balancing schemes
used in parallel state space search [15, 221.
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In (261, we analyze the scalability of a variety of parallel sorting algorithms on the mesh mul-

ticomputers. Many sorting algorithms are originally designed to work for the case in which there

is one processor for each element. If there are fewer processors than the number of elements to be

sorted, then the algorithm has to be adapted to work with more than one elements per processor.

We show that algorithms derived by simply allowing a processor to multiplex as more than one

processor (a technique advocated in the data-parallel programming paradigm (13] leads to poorly

scalable parallel algorithms.
In 191, we use the isoefficiency metric to analyze the scalability of some parallel matrix multi-

plication algorithms on different classes of parallel architectures. We show that the isoefficiency
function for a hypercube algorithm is O(plogp) which is as good as that of the best known algo-
rithm for CRC.W-PR.AM. The isoefficiency of the best known algorithm on a mesh multicomputer

is O(pv.'). We analyze the performance of three different parallel formulations of matrix multipli-
cation for different values of p and W and predict the conditions under which each formulation is
better than the others. We discuss the dependence of scalability on technology dependent factors
such as communication and computation speeds and show that under certain conditions, it may be
better to have a parallel computer with k-fold as many processors rather than one with the same
number of processors, each k-fold as fast.

In [19], we critically assess the state of the art in the theory of scalability analysis, and moti-
vate further research on the development of new and more comprehensive analytical tools to study
the scalability of parallel algorithms and architectures. We survey a number of techniques and
formalisms that have been developed for studying scalability issues, and discuss their interrelation-
ships. For instance, we show some interesting relationships between the technique of isoefficiency
analysis developed in (21] and many other methods for scalability analysis. We point out some of
the weaknesses of the existing schemes, and discuss possible ways of extending them.

In [111, we analyze the scalability of the parallel Fast Fourier Transform algorithm on mesh and
hypercube connected multicomputers. The scalability analysis of FFT provides several important
insights. On the hypercube architecture, parallel FFT algorithm can obtain linearly increasing
speedup with respect to the number of processors with orly a moderate increase in problem size.
But there is a limit on the achievable efficiency and this limit is determined by the ratio of CPU
speed and communication bandwidth of the hypercube channels. Efficiencies higher than this
limit can be obtained only if the problem size is increased very rapidly. It is also shown that
pipelining the communication, thereby overlapping it with the computation, does not improve the
scalability significantly. The scalability analysis for the mesh connected mul.icomputers re veals
that FFT cannot make efficient use of large-scale mesh architectures unless the bandwidth of the
communication channels is increased as a function of the number of processors. It is shown that
addition of features such as cut-through-routing (also known as worm-hole routing) to the mesh
architecture do not improve the overall scalability characteristics of the FFT algorithm on this
architecture. We also show that under certain assumptions, it is more cost.effective to implement
the FFT algorithm on a hypercube rather than a mesh despite the fact that large scale meshes
are cheaper to construct than large hypercubes. All the results in [11( hold for ordered and multi-
dimensional FFT as well.

5



www.manaraa.com

In 110], we analytically determine the optimal number of processors to employ when the criterion
of optimality is minimizing the parallel execution time of the algorithm. Each parallel algorithm-
architecture combination has a unique overhead function. the value of which depends on the size
of the problem being attempted, and the number of processors being employed. We study the
impact of this characteristic of a parallel system, the overhead function, on the optimal number
of processors to be used for a given problem. We study the behavior of the efficiency obtained
while operating at the point of peak performance w.r.t parallel speedup. Flatt and Kennedy [5, 4]
did a similar study for certain kinds of overhead functions. Our analysis is an extension, and in
some ways a generalization of their analysis. In particular, in this paper we overcome some of the
limitatinns of their analysis. We show how our results relate to those of Flatt and Kennedy (51 and
other researchers who hale done similar performance analysis of parallel systems 128, 24, 21]. We
then study a more general criterion of optimality and show how operating at the optimal point
is equivalent to operating at a unique value of efficiency which is characteristic of the criterion of
optimality and the properties of the parallel system under study.

In (8, 18, 21, 251, we analyze the scalability of a number of load balancing algorithms which can
be applied to problems that have the following characteristics: the work done by a processor can be
partitioned into independent work pieces; the work pieces are of highly variable sizes; and it is not
possible (or very difficult) to estimate the size of total work at a given processor. For such problems,
any load balancing scheme has to distribute work dynamically among different processors. We have
been able to determine the most scalable load balancing schemes for different architectures such as
hypercube, mesh and network of workstations. For each architecture, we establish lower bounds on
the scalability of any possible load balancing scheme. We present the scalability analysis of a number
of source and server initiated load balancing schemes. From this we gain valuable insights into which
schemes can be expected to perform better under what problem and architecture characteristics.
For each of these architectures, we are able to determine near optimal load balancing schemes. In
particular, some of the algorithms presented and analyzed here for h 'percubes are more scalable
than algorithms known earlier. Results obtained from implew.entaton of these schemes in the
context of various problems such as optimizing floorplan of a VLSI chip [1], generating test patterns
for combinatorial circuits [3] and tautology verification [18, 8, 21 on '.irious machines including a
1024 processor nCUBE2, 128 processor Intel Hypercube, Symult 2010 i'id BBN Butterfly are used
to validate our theoretical results. We have also demonstrated the accuracy and viability of our
framework for scalability analysis.

In (71, we investigate the suitability of three techniques for partitioning finite element meshes.
These are striped partitioning, scattered decomposition and binary decomposition. WVe have shown
that for a hypercube connected network, striping has an isoefficiency of 0(P 2 ), scattered decom-
position has an isoefficiency of O(P log3 P) and binary decomposition has an isoefficiency which
lies between O(P log2 P) and 0(P 2) depending on the shapes of the partitions. Analysis for mesh
connected architectures can be performed in a similar fashion as presented in this paper. Exper-
imental results presented show that using very simple techniques for optimizing communication
volume, binary decomposition can achieve close to best case isoefficiencies. These results indicate
that striping is not efficient for large number of processors. The study shows that both binary de-
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composition and scattered decomposition techniques perform significantly better for lower values of
startup times, whereas striping gains very little in terms of performance by reduced startup times.
The performance of striped partitioning improves more significantly than others with decrease in
the per.word transfer time. as the volume of communication is much higher in this scheme.

lu [12], the performance and scalability of the Preconditioned Conjugate Gradient Algorithm
on parallel architectures such as mesh, hypercube and CM5 is analyzed. It is shown that for
penta-diagonal matrices resulting from two dimensional finite difference grids, the computation of
vector inner products dominates the rest of the computation in terms of communication overheads.
However, with a suitable mapping, the parallel formulation of a PCG iteration is highly scalable
for such matrices on a machine like the CM-5 whose fast control network practically eliminates the
overheads due to inner product computation. The use of the Incomplete Cholesky (IC) precondi-
tioner can lead to further improvement in scalability on the CM-5 by a constant factor. As a result,
a parallel formulation of the PCG algorithm with IC preconditioner may execute faster than that
with a simple diagonal preconditioner even if the latter runs faster in a serial implementation. For
hepta-diagonal matrices resulting from three dimensional finite difference grids, the scalability is
quite good on a hypercube or the CM-5, but not as good on a 2-D mesh such as Intel Touchstone
machine. In case of a random sparse matrix with a constant number of non-zero elements in each
row, the parallel formulation of the PCG iteration is unscalable on any message passing parallel
architecture. But the parallel system can be made scalable either if, after re-ordering, the non-zero
elements of the N x N matrix can be confined in a band whose width is O(NY) for any y < 1, or if
the number of non-zero elements per row increases as N= for any z > 0. Scalability increases as the
number of non-zero elements per row is increased and/or the width of the band containing these
elements is reduced. For random sparse matrices, the scalability is asymptotically the same for
all architectures. Many of these analytical results are experimentally verified on the CM-5 parallel

computer.
In [14], we present new methods for load balancing of unstructured tree computations on large-

scale SIMD machines, and analyze the scalability of these and pre-existing schemes. The analysis
and experiments show that our new load balancing methods are highly scalable on SIMD architec-
tures. In particular, their scalability is no worse than that of the best load balancing schemes on
MIMD architectures. We verify our theoretical results by implementing the 15-puzzle problem on
a CI-21 SIMD parallel computer.

In [16], we present a new and highly scalable network partitioning method, called checkerboard,
for mapping the Backpropagation algorithm on a hypercube multicomputer. Our algebraic and
experimental analysis shows the superiority of checkerboard over previous network partitioning
schemes based on vertical sectioning. We plan to test our parallel formulation on Bignet, which is
a neural network learning algorithm, currently being used for the protein folding application[27].

Our research efforts as a part of this project have lead to the publication of a text [17J. This
book addresses our algorithm design methodology in detail, and uses many of the above results as
practical examples. The text is directed at both students (advanced undergraduates and graduates)
and at practicing algorithm designers and programmers. It's preliminary drafts have received

'CM-2 is a registered trademark of Thinking Machines Corporation.
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excellent reviews from parallel computing experts.
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